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Sample Kibana queries to find logs

Related documentation:

RSS:

» For private edition

Here are some sample queries for you to understand what information could be searched for in
Kibana. The search is specific to the values in the query. It returns the log messages that matches the

query.
Query 1: To return podname , namespace , and container name

kubernetes.pod name:"t100-0" AND kubernetes.namespace name:"voice" AND
kubernetes.container name.raw:"tenant"

Output:

16,012 hits. New Save Open Share Inspect C'Auto-refresh < @lastiw >
‘ kibana T o ; —
>_ kubernetes.pod_name:"t100-0" AND kubernetes.namespace_name:"voice” AND kubernetes.container_name.raw:"tenant' Options 2| Update
@ Discover
Add afilter +
Visualize
* September 21st 2021, 17:11:00.034 - September 28th 2021,17:11:00.034 —  Auto 4+
Dashboard Selected fields
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t kubernetes.container_name
Timelion
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t message 2
s
3
Byl Available fields » S oo
Management © CimEsEmp o [l ’_“
¢ id 2021-09.22 05:30 20210823 05:30 20210924 05:30 20210025 05:30 20210926 05:30 2021-00.27 05:30 20210928 05:30
Tenants . @timestamp per 3 hours
t _index
Account . kubernetes.container_name
- Time message X «
t _type
»  September 28th 2021, 17:00:16.289 tenant {"date":"2021-09-28T11:30: 16.2890000022", " level": "debug", "tenant" :"9350e2fc-aldd-4c65-8d40-175a2080dd" , "modul
0 L mEETEL “tenant@tserver”, “msg":"SendAbstractCallReleased for call 375f032490c7856e"}
0 (EED »  September 28th 2021, 17:00:16.289 tenant {"date":"2021-09-28T11:30:16.2890000012", " Level": "debug”, "tenant" :"9350e2fc-aldd-4c65-8d40-1F75a2080dd" , "modul
e":"tenant@tserver","id":"EventCallDeleted", "ConnID" : "3751032490C7856e@voice-sip-0. voice-sip. service.dcl. consul
¢ kubemetescontainer.image :11300", "Cal LUUTD" : "00ES TM3DO4BKVESL FG1862LAESBOO1BE" , " CallThread D" : 003550 IDFOBKVEBL FG1862LAESO001BE" , “Tenant
- ID":"9350e2f c-aldd-4c65-8d40-175a2e080dd" }
t kubernetes.container_image id
»  September 28th 2021, 17:00:16.283 tenant {"date":"2021-09-28T11:30: 16.283000001Z" , " level": "debug", "tenant" : "9350e2fc-aldd-4c65-8d40~1F75a2080dd" , "modul

e":"tenant@tserver","id":"EventAbandone
p.service.
2LAES0001BE"

,"ThisDN":"5550001234" ,"ConnID" : "3757032490c7856e@voice-sip-0. voice-si
"0OESIM3DO4BKVEBLFG1862LAESORO1BE , "Cal lThread D" : "0035S0IDFOBKVEBLFG186
‘Tenant1D":"9350e2f c-aldd-4c65-8d40-1f75a2e080dd" }

kubernetes.flat_labels

kubernetes.host

September 28th 2021, 17:00:13.249 tenant {"date":"2021-09-28T11:30:13.249000001Z", " Level": "debug"

e":"tenant@tserver","id":

oice-sip.service.d

tenant":"9350e2fc-ald dd0-1f ,"modul
550001234 ,"ConnID" :"375f032490c7856e@voice-5ip-0.v
ThreadID": "003550IDFOBKVE

kubernetes.master_url

kubernetes.namespace.id

8LFG1862LAES00018 rs:dlg:voice-ors-0:220"}

t kubernetes.namespace_name
» September 28th 2021, 17:00:13.249 tenant {"date":"2021-09-28T11:30: 13.2490000022", " level":"debug", "tenant":"9350e2 fc-aldd-4c65-8d4@-1f75a2e080dd" , "modul
. msg" \"Even hanged\", \"ConnID\":\" 7

kubernetes.pod_id : " :
ubemetespodt 856e\",\"Cal LUUID\" : \"00ES IM3DB48KVEBLFG1862LAES0001BEN ", \"Cal L ThreadID\" :\" 003550 DFOBKVEBLFG1862LAES0001BEN ",
\"TenantID\":\"9350e2fc-aldd-4c65-8d40-1f75a2e080dd\",\"TimeinSecs\" :1632828613,\"TimeinuSecs\":242,\"TimeStamp

t kubernetes.pod_name 4
\":1632828613242, \"UserData\":\". . .hiden. . .\",\"ThisON\":\"5550001234\" }" }
t level
evel » September 28th 2021, 17:00:12.833 tenant {"date":"2021-09-28T11:30:12.8330000012", " level" : "debug’ nant" :"9350e2fc-aldd-4c65-8d40-175a2e080dd" , "modul
© pipeline_metadata collectorinput.. . ver","id": 3", “ThisDN":"5550001234" , "ConnID":"3757032490C 7856e@voice-5ip-0.v

oice-sip.service.dcl.consul:11300","CallUUID" : "0OESIM3DO4BKVEBLFG1862L AESOROIBE" , "CallThreadID" : "0035S0IDFOSKVE
8LFG1862LAES0001BE", "TenantID": "9350e2fc-aldd-4c65-8d40-1175a2e080dd" , "ReferenceID": "ors: ixn:voice-ors-0: 776"}

o

0 pipeline_metadata.collector.ipad...

& Collapse

2021-09-28T11:30:12.6420000817", " level": "debug", "tenant" :"9350e2fc-aldd-4c65-8d40-1f “modul

eptember 28th 2021, 17:00:12.642 tenant
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Query 2: Any string and logs listed with the string

"Voice-sip"

Output

715 hits New Save Open Share Inspect C'Auto-refresh < @ Last15minutes >
K bana |
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Visualize
September 28th 2021, 17:00:35.474 - September 28th 2021, 17:15:35.474 — | Auto +
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Management - - o — RN o — p—
ST RINEETELD 17:01:00 17:02:00 17:03:00 17:0400 17:05:00 17:06:00 17:07:00 17:08:00 17:00:00 17:10:00 17:11:00 17:12:00 17:13:00 17:14:00 17:15:00
FHES - - - @timestamp per 30 seconds
_id
Account Tty Time _source
_score > September 28th 2021, 17:14:32.642 pessage: {"date":"2021-09-28T11:44:32.642000000Z"," level":"info","tenant":"9350e2fc-aldd-4c65-8d40~
1f75a2€080dd" , "module” :"callthread_node","id": "EventCallDeleted","ConnID":"375032490c78573@voice-51p-0. voice—
type
=2 sip.service.dcl.consul:11300", " Cal lUUID" : "00ESTHIDOABKVEBLFG1862L AES0001B]" , "Cal LThreadTD" : "003550IDF08KVEBLFG1862L AESORO1B]" , "Tenant D" 193
docker.container_id 50e2fc-aldd-4c65-8d40-1175a2e080dd"} docker. container_id: a0a455d961c7b6715dfebbaab6d54eddboebad79141a07470232711a7e5a88e
— kubernetes. container_name: voice-callthread kubernetes.namespace name: voice kubernetes.pod name: voice-callthread-9f87869b7-b2qnl
kubernetes.container_image > September 28th 2021, 17:14:32.641 nessage: {"date":"2021-09-28T11:44:32.6410000802", " level":"info","tenant":"9350e2fc-aldd-4c65-8d4e-
1f75a20080dd" , "module":"callthread_node","id":"EventAbandoned" , "ThisDN": "5550001234" ,"ConnID" : "37503249078573@voice-sip-0. voice-
kubernetes.container_image id
sip.service.dcl.consul: 11300, "CallUUID" : "00ESIM3DO4BKVEBLFG1862LAESO001B]" , “CallThreadID" : "0035SOIDFOBKVEBLFG1862LAESO0R1B]" , "OtherDN" : "+16
kubernetes.container_name 504662078","TenantID" :"9350e2f c-aldd-4c65-8d40-175a22080dd" }
Pl docker. container_id: a0ad554961c7b6715dfebbaab6d5deddboebad79141a07e470232711a7e5a88e kubernetes. container_name: voice-callthread
kubemetes.host » September 28th 2021, 17:14:32.641 pmessage: {“date":"2021-09-28T11:44:32.641000001Z","level":"info","tenant":"9350e2fc-aldd-4c65-8d40~
1f75a2e080dd" , "module” :"callthread_node","id":"EventCallPartyDeleted" ,"ConnID" : "375183249078573evoice-sip-0. voice-
kubernetesmaster_url
sip.service.dcl.consul: 11300, "CallUUID": "00ESIM3DO4BKVEBLFG1862LAES0001B]" , "Cal L ThreadID" : "0035S0IDF08KVEBLFG1862L AESBRO1B]" , "Tenant 1D" 193
kubernetes.namespace_id 50e2fc-aldd-4c65-8d40-1175a2e080dd"} docker. container_id: a0a455d961c7b6715dfe6baabbd54eddblebad79141a07e470232711a7e5a88¢e
T ——— kubernetes. container_name: voice-callthread kubernetes.namespace name: voice Kkubernetes.pod_name: voice-callthread-9f87869b7-b2anl
e meee o > September 28th 2021, 17:14:32.630 message: {"date
1f7522¢080dd" , "module :"callthread_node" "EventCallPartyDeleted"
kubernetes.pod_name
sip.service.dcl.consul:11300", "CallUUID" : "0OESTM3DOABKVEBLFG1862L AES0001B]" , "Cal LThreadID" : "003550IDF08KVESLFG1862L AESBRO1B]" , "Tenant D" 193
level 50e2fc-aldd-4c65-8d40-1175a2¢080dd"} docker. container_id: a0a455d961c7b6715dfebbaab6d54eddboebad79141a07e470232711a7e5a88¢e

& Collapse

- kubernetes. container_name: voice-callthread kubernetes.namespace name: voice kubernetes.pod_name: voice-callthread-9f87869b7-b2anl

Query 3: Any combination with service, service name, instance , name, version, any value
available in the logs

"service=ixn" AND "servicename=ixn-vqgnode"

Output:
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# _score
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t docker.container_id b September 28th 2021, 17:18:32.672 kubernetes.flat_labels: pod-template-hash: 595, service=ixn, servicename=: gnode, tenant=108, app_kubernetes_io/instance=ixn-100,

hostname

kubernetes.container_image
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September 28th 2021, 17:18:32.672

kubernetes.container_name
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September 28th 2021, 17:18:22.672
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September 28th 2021, 17:18:22.671
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message

pipeline_metadata.collector.input..
& Collapse

Query 4: (—:a'IIUUIb is

app_kubernetes_io/managed-by=Helm, app_kubernetes_io/name=ixn, app_kubernetes_io/version=latest, consul_hashicorp_com/connect-inject-

status=injected, helm_sh/chart=ixn-100.0.003_14 docker.container_id: 98e3743e1c32813e601747d17aadbc76 fdbde

kubernetes.container_name: ixn-vgnode kubernetes.namespace_name: ixn kubernetes.pod_name: ixn-100-vgnode-deploy-5876cfc595-5jbk8

kubernetes. container_inage: pureengage-docker-staging. jfrog.io/ixn/ixn_vq_node:100.0.003.0601 kubernetes.container_image_id: pureengage-

kubernetes. flat_labels: pod-template-hash=5876¢fc595, service=ixn, servicename=ixn-vanode, tenant=100, app_kubernetes_io/instance=ixn-100,

app_kubernetes_io/managed-by=Heln, app_kubernetes_io/name=ixn, app_kubernetes_io/version=latest, consul_hashicorp_con/connect-inject-

status=injected, helm_sh/chart=ixn-100.0.003_14 docker.container_id: 98 3e601747d17aa0bc7 76 fdbdo

ixn-108-vqnode-deploy-5876cfc595-5]bk8
kubernetes.container_image: pureengage-docker-staging. jfrog.io/ixn/ixn_vq_node:100.0.003.0601 kubernetes.container_image_id: pureengage-

Kuber:

tainer_name: ixn-vq: kubers e_name: ixn kubernetes.pod_name:

kubernetes. flat_labels: pod-template-hash=5876cfc595, service=ixn, servicename=ixn-vgnode, tenant=100, app_kubernetes_io/instance=ixn-100,

app_kubernetes_io/managed-by=Heln, app_kubernetes_io/name=ixn, app_kubernetes_io/version=latest, consul_hashicorp_con/connect-inject-

status=injected, helm_sh/cha
kuber:

=ixn-100.0.003_14 docker.container_id: 98e3743e1c32813e601747d17aa0bc7675da08dc466607 fdbdo670633e1074
kubers

tainer_name: ixn-vqnod :_name: ixn kubernetes.pod_name: ixn-100-vqnode-deploy-5876¢fc595-5jbk8

kubernetes. container_image: pureengage-docker-staging.jfrog.io/ixn/ixn_vq_node:100.0.003.0601 kubernetes.container_image_id: pureengage-

kubernetes. flat_labels: pod-template-hash=5876cfc595, service=ixn, servicename=ixn-vgnode, tenant=100, app_kubernetes_io/instance=ixn-100,

app_kubernetes_io/managed-by=Heln, app_kubernetes_io/name=ixn, app_kubernetes_io/version=latest, consul_hashicorp_con/connect-inject-

status=injected, helm_sh/chart=ixn-100.0.003_14 docker.container_id: 98e3743e1c32813601747d17aa@bc7i fdbds

kubernetes. container_name: ixn-vanode kubernetes.namespace_name: ixn kubernetes.pod_name: ixn-100-vqnode-deploy-5876¢fc595-sjbke

kubers tainer image: pur ~staqing.ifroq.io/ixn/ixn va node:100.0.003.0601 kubernetes.container image id: pureenqage-

consistent across interactions

kubernetes.pod name."voice-sip-0" AND kubernetes.namespace name."voice" AND
kubernetes.container name.raw."voice-sip" AND
"CallUUID.00E5IM3D048KVE8SLFG1862LAESO001SP"

Output:

>

25 hits

>_ kubernetes.pod_name:"voice-sip-0" AND kubernetes.namespace_name:"voice" AND kubernetes.container_name.raw:"voice-sip" AND "CallUUID: 00E5IM3D048KVESLFG1862LAES0001 SP‘1
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kubernetes.container_name

message

{"date":"2021-09-29T13126:25.7260900091", "level"
4065-6¢48-175a220580d" , "Connll

debug”, "module": "sip_node@api®,"id":"EventAbandoned” , "ThisDN" : "555000123499350e2¢ c-aldd-
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